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CMOS-Compatible Protonic Three-Terminal Memristor for
Analog Synapse in Neuromorphic Computing

Lingli Liu, Putu Andhita Dananjaya, Eng Kang Koh, Funan Tan, Ze Chen,
Gerard Joseph Lim, Calvin Xiu Xian Lee, Jin-Lin Yang, and Wen Siang Lew*

All-solid-state inorganic hydrogen-based three-terminal memristors (H-3TMs)
suffer from poor retention, susceptibility to humidity and temperature, and
the reliance on wet chemistry during fabrication, hindering their
manufacturability within existing foundry processes. To address these, this
study presents a CMOS-compatible H-3TM based on reversible intercalation
and extraction of protons between the SiNx electrolyte and WOx channel. The
protons are introduced via a straightforward hydrogen plasma treatment,
promoting a compatible fabrication process with back-end-of-line integration.
Experimental and simulation results indicate that the low proton transport
tendency across the electrolyte/channel interface without an external electric
field contributes to high retention performance. Furthermore, the device
demonstrates linear potentiation and depression, 512 conductance states
with a dynamic range of ≈40, low energy operation (≈73 fJ per write), and
excellent overall device-to-device variation. Its analog properties are evaluated
under the training and inference framework of MNIST and Fashion-MNIST
datasets. The device achieved training and inference accuracies only 0.4% and
0.3% below the ideal benchmark on the F-MNIST dataset. This work offers a
rational approach for future artificial synaptic device design and fabrication.

1. Introduction

Three-terminal memristor (3TM) capable of multi-level memory
storage has emerged as a promising candidate for implement-
ing artificial synapses in neuromorphic computing systems.[1–4]

A 3TM consists of a channel layer sandwiched between source
and drain electrodes and an electrolyte layer. Electrolytes in
the 3TMs contain active mobile ions that are ready to move
upon the application of a bias to a separate gate terminal. This
gate bias leads to the injection of active ions into the channel,
thereby precisely adjusting the channel conductance through
electrochemical reactions.[5,6] This mode of operation allows a
linear and symmetric conductance modulation behavior under
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identical pulse schemes. Thus, 3TMs of-
fer a more robust synaptic operation
than the reported two-terminal coun-
terparts, e.g., resistive random-access
memory and phase-change memory.[7–10]

In 3TMs, H+ (proton), Li+, and O2−

are typically employed as the active mo-
bile ions. Li-3TMs feature fast switching
and high endurance, but the potential
risk of silicon device contamination
cannot be ignored.[11–14] O2−, due to
its inherently slow motion, requires a
long pulse duration to function under
room temperature, despite its well-
established complementary metal-oxide
semiconductor (CMOS) compatibility
characteristics.[15–17] Compared to Li+

and O2−, a proton has a much smaller
radius that not only guarantees rapid
switching capabilities but also offers
high compatibility with CMOS technol-
ogy. Therefore, H-3TMs are strongly
regarded as the optimal candidates for
synaptic devices.[18,19] However, the
implementation challenges of H-3TMs

lie in their low retention and complicated proton incorporation
process.
Among the reported CMOS-compatible H-3TMs, only palla-

dium (Pd), WO3, SiO2, and Si have been utilized as proton reser-
voirs so far.[18,20,21] Specifically, the hydrogenation of Pd is re-
alized by exposing it to forming gas that contains H2. How-
ever, the hydrogenated PdHx is vulnerable to air and moisture,
which requires an enclosed chamber filled with forming gases
when conducting electrical characterization. A Pd-based H-3TM
device demonstrates the smallest dimension of 100 nm and a
nanosecond-level switching speed, however, it shows a limited
retention of 100 s.[21] More recently, a hydrogen spillover process
has been applied to form a hydrogenated WO3 reservoir.

[7] This
spillover involves a wet etching process, and it can achieve wafer-
scale proton doping. Nevertheless, to reach an ideal base channel
conductance (in nano- to micro-siemens), a post-annealing pro-
cess is required to tune the hydrogen concentration in the chan-
nel. Another study shows that annealing in H2 can implant pro-
tons into the Si reservoir layer, and the Si─Hbonds are fragile un-
der the applied electric field, allowing protons to infuse into the
device.However, the effect of this dopingmethod is limited, as in-
dicated by the small dynamic range of the device.[19,22] Therefore,
for H-3TM devices, a more facile hydrogen introduction method
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is required. Additionally, the fast transportation of protons leads
to retention issues, so the retention performance must also be
considered when developing H-3TMs.
Hydrogen plasma has been widely adopted in the reduction

of metal oxides to their metallic states,[23,24] surface modifica-
tion of various materials,[25–27] as well as etching processes in the
semiconductor industry.[28,29] It also serves as an effectivemethod
for hydrogen doping in materials like TiO2,

[30–32] Si3N4,
[33–35] and

IGZO[36] without altering the mesostructure of the film. In this
work, we demonstrate an H-3TM that operates through the re-
versible proton doping/extraction between a WOx channel and
a hydrogen-plasma-treated SiNx electrolyte. The doping of pro-
tons using hydrogen plasma treatment allows wafer-scale de-
vice fabrication, and it does not involve any high temperature
or wet processes. Tungsten oxides are commonly selected as the
channel material because they are effective proton hosts, with
the x value in HxWO3 reaching up to 0.5.[37] The conductance
of the WOx can be adjusted by altering the proton concentra-
tion within the material. The protons act as n-type dopants, in-
troducing charge-balancing electrons into the conduction band
through an outer circuit.[18,20,38,39] The device reveals linear poten-
tiation/depression with a big dynamic range, long retention, and
low variation, hence demonstrating high synaptic performance.
Furthermore, 256 non-overlapping conductance states are ob-
tained with the conductance increasing monotonically with con-
tinuous potentiation pulses.

2. Results and Discussion

As shown in the schematic in Figure S1 (Supporting Informa-
tion), the hydrogen plasma treatment process is carried out using
two power sources: the inductively coupled plasma (ICP) power
generates the hydrogen plasma, while the reactive ion etching
(RIE) power creates an electric field that accelerates protons for
anisotropic implantation into the SiNx film. Here, the surface
of the SiNx is exposed to the hydrogen plasma for 30 s prior to
the deposition of the WOx layer. A schematic of the proposed H-
3TM is depicted in Figure 1a. It consists of a WOx channel and
a SiNx electrolyte layer, with hydrogen-doped SiNx (H:SiNx) at
the SiNx/WOx interface serving as the reservoir of active ions.
Both the channel and electrolyte layers are in the amorphous
phase according to the X-ray diffraction (XRD) patterns, in which
only the peaks from the substrate were detected, as depicted in
Figure S2 (Supporting Information). Due to the low conductance
of the WOx channel, a short channel length is crucial to ensure
the detectable base channel conductance (G0) at low reading volt-
ages. Top-view optical image and the scanning electron micro-
scope (SEM) image of the device are shown in Figure 1b, where
the distance between the source and drain is ≈200 nm. The de-
vice has an effective switching area of 0.2 μm × 10 μm (length ×
width). A cross-sectional view of the device was obtained using
focused ion beam (FIB) milling followed by transmission elec-
tron microscopy (TEM), as shown in Figure 1c. A protective Au
layer was deposited on the top surface during FIB sample prepa-
ration to prevent charge accumulation. Elemental mapping was
performed using energy-dispersive X-ray spectroscopy (EDS),
and the results are presented in Figure 1d. Figure 1e shows the
change in elemental atomic fractions along the depth direction,
as indicated by the red arrow in Figure 1c. The combined cross-

sectional imaging and EDS analyses clearly reveal the internal
structure and material distribution within the device.
To verify the presence of protons on the surface of SiNx, X-

ray photoelectron spectroscopy (XPS) characterization was con-
ducted on SiNx samples both with and without hydrogen plasma
treatment (Figure 1f,g). From the XPS spectra of pristine SiNx,
it can be detected that N is mainly coordinated by Si. The forma-
tion of the Si-O bonds in the Si spectra can be attributed to the
surface oxidation when the sample is exposed to the air.[34] After
being treated with hydrogen plasma, the coordination environ-
ment of N and Si is modified, characterized by the emergence of
spectral peaks related to N-H and Si-H.[40] Hydrogen plasma con-
tains large amounts of electrons and hydrogen species in various
states (e.g., H−, H+, H2+, H3+).[23,41] Thus, negatively charged N
in pristine SiNx may donate electrons to those H clusters with
positive valences. Given the higher electronegativity of H (2.2)
compared to Si (1.9), electrons have a greater affinity toward H,
thereby lowering the electron density of N and further enhanc-
ing the bonding energy of the N 1s electrons.[42] For Si, the nega-
tively charged H clusters participate in the coordination. Since H
has lower electronegativity than both O and N, the newly formed
Si─H bonds exhibit the weakest bonding energy.[43] Overall, the
presence of Si─H and N─H bonds affirms the successful intro-
duction of protons into the SiNx by the hydrogen plasma treat-
ment. Furthermore, time-of-flight secondary ion mass spectrom-
etry (TOF-SIMS) analysis was carried out on planar samples com-
prising a WOx/SiNx/W stack to investigate hydrogen distribu-
tion. As shown in Figure S3 (Supporting Information), hydrogen
depth profiles in the SiNx layer are displayed for samples with
and without hydrogen plasma treatment. The treated sample ex-
hibits a notably higher hydrogen concentration, especially near
the surface, confirming effective hydrogen incorporation as dis-
cussed. The SIMS profiles were normalized point-by-point us-
ing the total intensity of SiN−, SiO−, and SiON− secondary ion
signals.
In addition to the XPS characterization of the standalone SiNx

film, depth profiling was performed on theWOx/SiNx bilayer us-
ing three etching cycles. Prior to the measurement, the etching
rates for WOx and SiNx were calibrated to ensure accurate depth
profiling—starting from the WOx layer, proceeding through the
interface, and finally into the SiNx layer, as illustrated in Figure
S4 (Supporting Information). The raw XPS spectra for W, O, Si,
and N at these three etching cycles, comparing devices with and
without hydrogen plasma treatment, are provided in Figures S5–
S8 (Supporting Information). The etching cycle-atomic concen-
tration profiles for different elements, i.e., W, O, Si, and N at the
bulk WOx, WOx/SiNx interface, and bulk SiNx can be found in
Figure 1h. After the hydrogen plasma treatment, there is a no-
ticeable increase in the oxygen content across the WOx/SiNx in-
terface, along with a decrease in the nitrogen content. Such a
phenomenon can be explained by the high activity of the doped
H in the H:SiNx. The incorporation of protons introduces addi-
tional unsaturated bonds in theH:SiNx, making the surfacemore
prone to being oxidized during the reactive sputtering deposition
process of the WOx.

[34] This observation is consistent with the
EDS results, which reveal a denser oxygen distribution near the
surface of SiNx layer. While there might be a contribution from
oxygen ion exchange between the WOx and the surface-oxidized
SiNx layer, TOF-SIMS analysis confirms a high hydrogen
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Figure 1. a) Schematic illustration of the proposed H-3TM device. b) Top-view optical image and SEM image of the device. The distance between the
source and drain is ≈200 nm. c) Cross-sectional TEM image of the device, where the red arrow indicates the direction of the line scan. d) EDS elemental
mapping of O, W, Si, and N. e) EDS line scan profile along the direction indicated in (c). f) XPS spectra of N 1s and g) Si 2p for SiNx film with and without
hydrogen plasma treatment. h) The etching cycle-atomic concentration profiles for different elements at the WOx/SiNx bilayer interface. The solid line
and dashed line represent SiNx with and without hydrogen plasma treatment, respectively.

concentration near the interface, indicating that only a portion
of the Si─H and N─H bonds are oxidized. XPS depth profiling
further shows that oxygen is already present at the interface even
without hydrogen plasma treatment, and only a slight increase
(≈10%) in oxygen content is observed after treatment. Notably,
no switching behavior is observed in devices without hydrogen
plasma treatment, suggesting that the contribution from oxy-
gen ions in the plasma-treated device is minimal or negligible.
Given the smaller size and lower mass of protons, as well as the
lower bond dissociation energy of Si─H (3.09 eV) compared to
Si─O (8.27 eV), the switching mechanism is predominantly con-
tributed by proton migration.[44]

DC sweeps were performed for the gate and channel using the
gate/source and drain/source configurations, respectively. The
data is plotted on a log-linear scale as depicted in Figure S9 (Sup-
porting Information), with a linear scale inset for reference. Com-
pared to the gate leakage current, the current flow through the
channel is three orders of magnitude higher. This suggests that

the undoped bulk of SiNx acts as a highly insulating gate dielec-
tric, effectively suppressing the gate leakage current. The negligi-
ble gate leakage current allows an accurate reading of the channel
conductance,minimizing errors or noise and leading to stable de-
vice switching performance. Application of a positive gate pulse
induces proton migration from H:SiNx into the WOx channel,
causing a redox reaction that increases the conductance of WOx
as follows:[45]

WOx + yH+ + ye− ↔ HyWOx (1)

Conversely, the conductance is decreased when a negative gate
pulse is applied. This change in conductance is analogous to the
weight-updating behavior of a biological synapse. Thus, both po-
tentiation and depression (P/D) can be emulated with positive
and negative gate pulses, respectively.
In Figure 2a, the P/D processes under 32, 64, 128, and

256 pulses with identical potentiation pulses (5 V, 50 μs) and
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Figure 2. a) P/D performance with different numbers of applied pulses, where the pulse durations for both potentiation and depression processes are
the same. b) Schematic of ion distribution near the interface during the P/D processes. The uniform diffusion of extracted protons throughout the SiNx
is hindered by the low ion mobility in SiNx. This accumulation of ions hinders subsequent ion extraction from the channel, leading to saturation in
conductance modulation. c) P/D performance with different numbers of applied pulses, where the pulse duration for the depression process is longer.
The reading process for (a) and (b) was carried out with a low drain voltage of 0.4 V.

depression pulses (─5 V, 50 μs) to the gate terminal were demon-
strated. Here, the rise/fall time for each pulse is set to be 1 μs.
After each programming pulse, the conductance of the channel
is read out by a small drain voltage pulse (0.4 V, 0.2 s). It can be
seen that the dynamic range, i.e., the ratio of the highest to lowest
conductance (Gmax/Gmin), increases with the number of program-
ming pulses applied to the device. It demonstrates a potentiation
process with excellent linearity, while exhibiting significantly less
linear depression characteristics with a pronounced initial con-
ductance drop. After the initial drop, the reduction in conduc-
tance triggered by each pulse gradually becomes saturated. This

can be attributed to the different proton mobility in SiNx and
WOx. The diffusion coefficient of protons in amorphous WOx
ranges from 10−11 to 10−10 cm2 sec−1, which is several orders
of magnitude greater than that within SiNx films.[46,47] The ion
distribution near the interface during the P/D processes is illus-
trated in the schematic of Figure 2b. The migration of protons
can be divided into three parts: migration within the bulk WOx,
across theWOx/SiNx interface, and through the bulk SiNx. There
may also be an intermixing layer at the interface, and once the
protons reside at this interface, they no longer contribute to the
channel conductance. When the first depression pulse is applied,
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Figure 3. a) 10 P/D cycles with 512 pulses for both potentiation and depression processes. The obtained average dynamic range is ≈40. b) Nonlinearity
analysis for one of the P/D curves with an AP of 0.41 and an AD of 3.67.

a large number of protons are extracted from theWOx, contribut-
ing to the initial drop in conductance. Those protons accumulate
in the SiNx near theWOx/SiNx interface because the uniform dif-
fusion of these protons throughout the SiNx is hindered by the
low ion mobility in SiNx. This accumulation of ions hinders sub-
sequent ion extraction from the channel, leading to saturation in
conductancemodulation.[3,5] Thus, by adopting pulses with lower
amplitude but longer pulse duration, it should provide a lower
electric field to avoid excessive initial proton extraction and allow
further proton diffusion to prevent local ion accumulation. The
P/D processes under potentiation pulses (5 V, 50 μs) and longer
depression pulses (−3 V, 5 ms) with different numbers of pro-
gramming pulses are depicted in Figure 2c. The initial drop dur-
ing depression is significantly reduced, with a more symmetrical
and linear weight-updating behavior obtained.
To quantitatively evaluate the linearity of the P/D curves, the

data are fitted with the following behavioral model:[48,49]

GP = Gmin + B
(
1 − e−AP

)
(2)

GD = Gmax − B
(
1 − eA(P−1)

)
(3)

B =
Gmax −Gmin

1 − e−APmax
(4)

in which Gmin and Gmax are extracted from the measured data.
Pmax is the number of pulses required to switch the channel con-
ductance between Gmin and Gmax.The value of A indicates the
nonlinearity of the weight-updating behavior, while B scales to
match the range of Gmin and Gmax. To fit the model, the num-
ber of applied pulses was normalized, and the conductance states
along the depression curve were mirrored back. For the per-
fectly ideal P/D curve, the value of A is 0. The nonlinearity fit-
ting of the P/D curves from 50 μs-depression pulses and 5 ms-
depression pulses is plotted in Figure S10a,b (Supporting Infor-
mation). Table S1 (Supporting Information) shows the compar-
ison between the two modes of depression pulses under differ-
ent numbers of programming pulses. The 5ms-depression pulse
yields better overall nonlinearity factors (3.64–3.69) compared to
the 50 μs-depression pulse (4.10–8.41).
Under the longer depression pulse scheme, an endurance test

of the device was performed with more than 104 pulses, includ-

ing 512 pulses for each potentiation and depression process.
As shown in Figure 3a, an average dynamic range of ≈40 was
achieved. A larger dynamic range (>10) is desirable because it
enhances the accuracy of the synaptic weights mapping.[50,51]

The devices with relatively smaller dynamic ranges are not only
more vulnerable to noise but also lead to a deterioration in over-
all training performance.[52,53] The nonlinearity fitting was also
performed for the P/D curves shown in Figure 3a. As an exam-
ple, a nonlinearity factor of 0.41 for potentiation (AP) and 3.67 for
depression(AD) was obtained from one of the cycles, as illustrated
in Figure 3b. To assess cycle-to-cycle variation, the nonlinearity
factor A over 10 cycles is summarized in Figure S11 (Support-
ing Information). The values of A exhibit a uniform distribution,
with AP consistently below 1 and AD ≈3.6.
Additionally, the device demonstrates exceptional energy effi-

ciency, with an energy consumption per write operation of≈73 fJ,
approaching the energy consumption of biological synapses per
synaptic event (≈10 fJ).[54] Due to the highly insulating undoped
SiNx bulk layer, the gate current (IG) during each pulse applica-
tion period is extremely low and falls below the detection range
of the Pulse-IV module of the analyzer. The gate resistance re-
mained unchanged throughout the operation, thus, to estimate
the power consumption, a DC sweep from 0 to 10 V was per-
formed on five devices, as shown in Figure S12 (Supporting In-
formation). The averaged IG value at 5 V was then multiplied
by the voltage amplitude and pulse duration during the writing
operation.
Beyond analog switching with multiple conductance states,

the retention of each state is crucial for synaptic devices to store
and recall information accurately without degradation. Using the
same pulse condition (5 V, 50 μs) as in the P/D performance
measurements, twenty conductance states covering a wide dy-
namic range were obtained by applying varying numbers of
pulses, and their retention wasmonitored for 1500 s, as shown in
Figure 4a. After 1500 s, the drifts in conductance among these 20
conductance states were negligible, with the largest degradation
being only ≈2.8% from the conductance level measured right af-
ter the programming. This long retention ensures a stable, low-
power operation in neuromorphic systems, particularly for appli-
cations requiring reliable long-term memory, adaptive learning,
and continuous operation.[12,55,56] In contrast to reported 3TMs
where the unwanted conductance drift is always from higher
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Figure 4. a) Themeasured retention of 20 selected conductance states, where the degradation of each state is veryminimal over 1500 s. b) I-V plots of 256
monotonically potentiated states, demonstrating good I–V linearity and wide range programmability. The enlarged figure shows clear non-overlapping
of each state. c) Optical image of the sample with 25 devices and the spatial mapping of G0 across all devices. d) Three P/D cycles obtained from five
different devices.

to lower conductance, the conductance drift in the proposed H-
3TM is different.[2,8,11,57] Here, the conductance programmed by
a potentiation pulse initially decreases before stabilizing. Con-
versely, conductance set by a depression pulse first increases and
then stabilizes, as depicted in Figure S13 (Supporting Informa-
tion). This retention behavior is potentially due to incomplete
proton migration and accumulation at the interface. Once the
pulse stimuli are removed, the protons at the interface (prior to
crossing the interface) will stay in the same layer and get redis-
tributed by the local gradient concentration of protons through
diffusion, resulting in a small opposite change of conductance.
Figure 4b shows the I-V plot for 256 conductance states ob-

tained through 256 potentiation pulses, during which conduc-
tance increased in a uniform and monotonic manner. After each
pulse, a voltage sweep from 0 to 1.5 V was applied to read the
programmed state, revealing the ohmic I-V property of the WOx
channel. The inset in Figure 4b is the enlarged view of the con-
ductance, which clearly shows no overlapping between adjacent
states. During inference, vector-matrix multiplication (VMM) is
performed to generate predictions by transforming the input
based on the trained weights of each synaptic device. In con-
ventional two-terminal memristors, I-V linearity is typically ob-
served only in high-conductance states, while low-conductance
states tend to exhibit nonlinear and unpredictable behavior. This
nonlinearity can distort VMM operations, as the output current
may no longer accurately represent a simple weighted sum of the
inputs.[58–60] The ohmic I-V characteristic of the H-3TM enables
constant conductance regardless of the applied voltage, preserv-

ing the VMM accuracy with a precise linear combination of the
input voltages and conductance values.
To examine the device-to-device variation of the 3TMs, the G0

of 25 devices on the as-fabricated sample was measured to be
≈0.3 nS, as spatially mapped in Figure 4c. The good uniformity
on the wafer scale is owing to the hydrogen plasma-enabled pro-
ton dopingmethod. Additionally, three cycles from 5 devices with
128 P/D pulses were obtained to evaluate the uniformity of the
switching behavior, as shown in Figure 4d. The coefficient of vari-
ation (CoV) for cycle-to-cycle and device-to-device variations in
each conductance state is calculated to range from 1.5% to 19.2%
and 2.3% to 24.0%, respectively. As shown in Figure S14 (Sup-
porting Information), the CoVs of the low conductance states are
relatively higher than those of the high conductance states, which
can be attributed to the difference in the pristine device con-
ductance. It is also observed that the potentiation process shows
better uniformity compared to that of the depression process,
consistent with its higher linearity. Similarly, the P/D curves in
Figure 4d were fitted using the nonlinearity model, exhibiting
consistent values of A across different devices and cycles, as il-
lustrated in Figure S15 (Supporting Information). The superior
reproducibility and consistency across devices and over repeated
cycles shown in Figure 4d allow a more reliable, accurate, and
efficient operation of the device.
To further understand the charge carrier transport mecha-

nism, the proton migration across the WOx/ SiNx interface is
investigated through molecular dynamics (MD) simulation.[61]

Figure 5a–c shows the schematics of the interface under different

Small Methods 2025, 2500445 © 2025 Wiley-VCH GmbH2500445 (6 of 10)
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Figure 5. Simulation of proton migration at the WOx/SiNx interface when a) an electric field is applied from SiNx to WOx, b) an electric field is applied
from WOx to SiNx, and c) without the external electric field. d–f) PMF for a proton to move across the interface for conditions in a–c), respectively.

electric fields, while Figure 5d–f displays the required potential of
mean force (PMF) for a single proton to cross the interface as a
function of distance. As shown in Figure 5a, when an electric field
is applied with orientation from the SiNx to the WOx, the PMF
for a single proton to diffuse across the interface is ≈0.71 kcal
mol−1. Conversely, when the direction of the electric field is re-
versed (Figure 5b), a higher PMF is required for proton migra-
tion across the interface (1.36 kcal mol−1), indicating a higher
energy barrier for the proton to penetrate the regions of the SiNx
distant from the boundary (4.13 kcal mol−1). These simulation
results are consistent with our experimental observations, where
the slow proton diffusion in the SiNx leads to proton accumula-
tion, hindering further proton injection. The PMF for the migra-
tion of a proton from the SiNx to the WOx without an external
electric field was simulated, as presented in Figure 5c. The direc-
tion was chosen because protons have a relatively direct migra-
tion into the WOx. The required driving force for the transport
of a proton through the interfacial site is 3.93 kcal mol−1, and for
deeper infiltration, it is 7.34 kcal mol−1. This result supports the
high retention performance of the device, where the protons ex-
hibit a strong tendency to remain in SiNx rather than shuttling
toward WOx.
To assess the performance of the proposed H-3TM as a synap-

tic device, a supervised pattern recognition simulation was per-
formed using a fully connectedmultilayer perceptron neural net-
work. This network includes an input layer with 784 neurons,
a hidden layer with 300 neurons, and an output layer with 10
neurons. Each neuron is fully connected to the neurons in the
neighboring layer by a synapse whose weight is emulated by the
conductance of the device, as shown in Figure 6a. The train-
ing involved 28 × 28-pixel grayscale images of handwritten dig-
its from the Modified National Institute of Standards and Tech-
nology (MNIST) database, as well as images of clothing from
the Fashion-MNIST (F-MNIST) dataset.[62,63] The latter dataset

is more challenging and less frequently used than the MNIST
dataset, due to its greater complexity and nonlinear classification
problems.[64] During the training, the weight of each synapse
was adjusted based on the linearity, dynamic range, precision,
and device-to-device variation depicted in Figure 4d. After 50
epochs, the H-3TM achieved recognition accuracy of 93.7% for
theMNIST dataset and 82.0% for the F-MNIST dataset as plotted
in Figure 6b,c, respectively. For comparison, a simulation using
an ideal synaptic device with perfect linearity (AP = AD = 0), infi-
nite dynamic range, unlimited conductance states, and zero vari-
ation was carried out, reaching an accuracy of 96.5% and 82.4%
for MNIST and F-MNIST datasets, respectively. The obtained ac-
curacy of the H-3TM is comparable to the ideal case, which is at-
tributed to its multiple conductance states andminimal variation
in conductance modulation. The same simulation was also con-
ducted with the P/D cycles presented in Figure 2a,b. As plotted in
Figures S16 and S17 (Supporting Information), the recognition
accuracies with the shorter pulse scheme are consistently lower
for both MNIST and F-MNIST datasets. Moreover, the evolution
of the accuracies under the shorter pulse scheme exhibits greater
fluctuation when using the MNIST dataset, due to the inaccessi-
ble conductance states arising from significant drops during the
depression processes. In addition to training, inference was per-
formed using the trained neural network while considering de-
vice variations.[65,66] The inference accuracy obtained based on
the H-3TM performances was evaluated against the ideal case,
revealing a difference of less than 0.5% for both the MNIST
and F-MNIST datasets, as shown in Figure 6d. In addition to
the MNIST and F-MNIST datasets, the device’s synaptic per-
formances were further evaluated using more complex CIFAR-
10 and CIFAR-100 datasets. CIFAR-10 contains 60 000 32 × 32
color images across 10 classes, while CIFAR-100 comprises 100
classes with 600 images per class.[67] Due to the complexity of
these datasets, the neural network architecture used for simpler

Small Methods 2025, 2500445 © 2025 Wiley-VCH GmbH2500445 (7 of 10)
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Figure 6. a) Architecture of the custom neural network trained for pattern recognition tasks, which involves a dedicated training process. Sample images
from theMNIST and F-MNIST datasets are displayed on the left. Training accuracy of the neural network is shown for b)MNIST and c) F-MNIST datasets,
comparing results based on the H-3TM model and the ideal numerical case. d) Inference accuracy obtained using the trained neural network based on
the H-3TM and the ideal case, with a difference of less than 0.5% for both MNIST and F-MNIST datasets.

datasets was unsuitable for capturing their rich features. Instead,
a well-established RESNET-56 architecture was utilized, where
the “56” corresponds to the total number of convolution layers
within the deep neural network. RESNET incorporates multiple
skip connections, which bypass less significant layers, tomitigate
training accuracy loss in deep architectures. Inference was per-
formed using the pre-trained RESNET-56 network on CIFAR-10
and CIFAR-100.[66,68] The resulting accuracies deviated by only
1.9% and 2.4% from the ideal case, respectively, as shown in
Figure S18 (Supporting Information).
Lastly, a comparison with all reported CMOS-compatible H-

3TMs is provided in Table S2 (Supporting Information), high-
lighting that our device is the first to use hydrogen plasma in
this field. This approach enables more direct and uniform pro-
ton doping, and the device also exhibits outstanding synaptic
performance.

3. Conclusion

In this work, an H-3TM that functions via the reversible dop-
ing and extraction of protons into a WOx channel from a hydro-
gen plasma-treated SiNx electrolyte is presented. This method
of engineering a proton source with hydrogen plasma enables
the fabrication of the devices on a wafer scale without the need
for high-temperature processes or wet chemistry. The device
showcases excellent synaptic characteristics, such as highly lin-
ear potentiation and depression behavior with a considerably

large dynamic range of up to 40, non-overlapping conductance
states with ohmic channel properties, as well as high reten-
tion performance and relatively low variation among devices.
MD simulations were conducted to investigate the asymmet-
ric conductance change during the P/D process, where the en-
ergy required for the proton to migrate across the interface from
WOx to SiNx is higher compared to that of the reversed pro-
cess. The variations among devices and switching cycles were
included in the pattern recognition simulation, yielding an accu-
racy of 82.0% (compared to 82.4% under ideal conditions) when
using the complex F-MNIST dataset. Overall, the results pre-
sented in this work demonstrate that the H-3TM is a promis-
ing candidate for hardware implementation of artificial neural
networks.

4. Experimental Section
Device Fabrication: The H-3TM was fabricated on a SiO2/Si substrate

with a bottom gate and top channel configuration. First, the gate elec-
trode was patterned and deposited with 15 nm of W by DC sputtering at a
power of 50W.Next, 20-nmSiNx was blanket deposited in a Plasma-Therm
200 mm Plasma Enhanced Chemical Vapor Deposition (PECVD) system.
The temperature and pressure in the PECVD chamber were 280 °C and 600
mTorr. After this, the SiNx above the big pad of the gate was then etched
in a Plasma-Therm 200 mm ICP-RIE system to form a gate-access via.
Next, the source and drain patterning was performed with a well-calibrated
electron beam dose to form the shortest distance. 10 nm of W was de-
posited to form the source and drain pads. Subsequently, the pattern of the

Small Methods 2025, 2500445 © 2025 Wiley-VCH GmbH2500445 (8 of 10)
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channel was formed. Before the deposition of the WOx channel, the sam-
ple was treated with 30 s of hydrogen plasma (inductively coupled plasma
power: 600 W, RF bias power to accelerate the plasma ions: 600 W) in a
ULVAC Entron EX 300 mm physical vapor deposition system. The sample
was immediately transferred into the sputtering chamber, and a 20 nm-
WOx layer was deposited by reactive sputtering from a W target with the
Ar: O2 ratio of 7:3. The fabrication processes are illustrated in Figure S19
(Supporting Information). All the patterning processes during the fab-
rication of the device are performed with a Raith e-line electron beam
lithography (EBL). In the EBL process, a positive AR-P 6200 e-beam resist
was spin-coated and soft-baked at 150 °C for 1 min. All sputtering pro-
cesses were executed with an AJA International ATC-Orion 8-target UHV
magnetron sputtering deposition system, and the sputtering condition
was fixed at room temperature under a pressure of 2 mTorr and a power
of 50 W.

Device and Film Characterization: All electrical properties of the device
were measured in an ambient at room temperature with a Keithley 4200A
SCS parameter analyzer. The XPS was performed using an AXIS Supra
spectrometer equipped with a monochromatic Al K𝛼 source. Depth profil-
ing was carried out using an Ar Gas Cluster Ion Source (GCIS, Minibeam
6) operated at 5 keV with a raster size of 2 × 2 mm2. This GCIS method
was chosen over conventionalmonatomic Ar+ sputtering tominimize sur-
face damage and preserve the chemical integrity of the sample during
etching. Etching time was carefully adjusted to target the depths of in-
terest. Precautions were taken to reduce charging and ensure measure-
ment accuracy, including electrical grounding of the sample. TEM sam-
ple preparation was performed using a Helios 600 FIB system. Imag-
ing was conducted with a 5 keV field emission gun electron beam. Ga+

ions were used for milling, with specimen cutting and cleaning carried
out at 30 and 2 keV, respectively. Subsequent TEM analysis was con-
ducted using a Talos F200X G2 microscope operated at 200 kV. The en-
ergy spread was 0.4 eV, and the spatial resolution was 0.12 nm in TEM
mode and 0.16 nm in STEM mode. Elemental mapping was performed
using four SuperX EDS detectors with a total solid angle of 0.9 sr. TOF-
SIMS measurements were conducted using a TOF-SIMS.5 instrument
under a base pressure of 3.6 × 10−8 mbar. A 2 keV Cs+ sputtering ion
beam (70 nA current) was used to etch a 300 μm × 300 μm area, while a
pulsed Bi1+ primary analysis beam (13.3 ns pulse width, 30 keV energy,
3 pA current) was scanned over a 100 μm × 100 μm area. Depth pro-
files were acquired in interlaced mode, where negative ion polarity anal-
ysis was conducted immediately following Cs+ sputtering on the same
surface.

MD Simulation: Atomistic molecular dynamics simulations have
been performed in theGROMACS (version 2020.6) simulation package us-
ing the Universal force field, which covers elements in the whole periodic
table. The amorphous interface was built by melting the crystal structures
of H(WO3)4 andH:Si3N4, annealing from high temperatures to room tem-
perature. Equilibration of the interface was performed for 10 ns, and two
hydrogen were picked for later free energy calculations through the PMF
method. The PMF calculations were performed by pulling one hydrogen
from one phase to the other under two different static electric field direc-
tions from one phase to the other or no electric field, through the umbrella
sampling mechanism with a pulling force constant of 100 kCal · mol−1 ·

nm−2 under the NVT ensemble. After the pulling process, 30 configura-
tions were generated and sampled for 5 ns, while taking the last 2 ns for
analysis of the free energy integration using the g_wham program. An in-
tegration time-step of 1 fs was used, and the temperature was coupled to
298 K using theNose-Hoovermethod. A cutoff scheme of 1.2 nmwas used
for the nonbonded interactions, and the Particle Mesh Ewald method with
a Fourier spacing of 0.1 nm was applied for the long-range electrostatic
interactions. All covalent bonds with hydrogen atoms were constrained
using the LINCS algorithm.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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